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1, What we have done, and Purpose of MIPs
What we have done ?:
Conduct two model intercomparison projects (MIPs) targeting on 137Cs emitted from FDNPP (Sato et al., 2018, 2020)  
Purpose: Understand the variability of the results of the atmospheric dispersion models originated from internal element of the 
model (i.e., cloud physics, radionuclide physics, diffusion, and so on)

2, Strategy of MIPs, Participants and Experimental setup
Strategy: Use the same Meteorological data, Resolution, and Emission for excluding uncertainties originated from external data

Atmospheric concentration of 137Cs SPM (Oura et al. 2011)

Cumulative deposition Aircraft measurement
(MEXT, 2011)

Model name Participate in
Sato et al. (2020)

Participate in
Sato et al. (2018)

AIST-MM ○ ○
Pello - ○

HIRAT - ○
ldX ○ ○

GEARN ○ ○
WRF-Chem ○ ○
NHM-Chem ○ ○
WRF-CMAQ - ○

SCALE ○ ○
Polyphemus - ○
WRF-Chem ○ ○

NICAM-Chem ○ ○

Sato et al. (2020) Sato et al. (2018)

Domain size Left figure (b) Righgt figure (a)
Initial/Lateral

condition
NHM-LETKF (dx=1km)

(Sekiyama and Kajino 2020)
NHM-LETKF (dx=3km)
(Sekiyama et al. 2015)

Emission Katata et al. (2015)
Calculation Period 2011, Mar. 11 ~ Mar. 31 2011, Mar. 11 ~ Mar. 23

Horizontal grid 
spacing 1 km 3 km

Participants Experimental setup

Observation data
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Korsakissok et al., 2013; Mathieu et al., 2018; Morino et al., 2011; Stohl 
et al., 2012; Takemura et al., 2011; Terada et al., 2012; Yasunari et al., 
2011). These studies demonstrated that modeling is a powerful tool for 
understanding the behavior of 137Cs. However, the numerical models 
themselves contained uncertainties originating from various factors, e. 
g., input data, including the meteorological field (Arnold et al., 2015), 
emission inventory (source term) (Li et al., 201A; Morino et al., 2013; 
Nakajima et al., 2017; Saunier et al., 2013), grid resolution (Sekiyama 
et al., 2015), distribution of cloud and precipitation (Saito et al., 2015), 
modeling of the physical processes of the radionuclides (Dacre et al., 
2020; Leadbetter et al., 2015; Morino et al., 2013; Quérel et al., 2015), 
and other factors. Due to these uncertainties, simulated atmospheric 
137Cs typically differed from model to model. 

To understand and evaluate inter-model variation, model inter-
comparison is useful. Several model intercomparison projects (MIPs) 
have been conducted to elucidate the inter-model spread of general 
circulation models (e.g., Eyring et al., 201C; Huneeus et al., 2011; Meehl 
et al., 2000; Myhre et al., 2013; Thibeault et al., 2010), large eddy 
simulation models (e.g., Ackerman et al., 200A; Blossey et al., 2013; 
Bretherton et al., 1AAA; Stevens et al., 2005; HanIanten et al., 2011), 
chemical transport models (e.g., Bessagnet et al., 201C; Dore et al., 
2015), and others. DraDler et al. (2015) conducted an MIP study of at-
mospheric dispersion models targeting 137Cs emitted from FDNPP. 
Following their MIP study, our group conducted two MIPs (Kitayama 
et al., 2018; Sato et al., 2018). Kitayama et al. (2018) conducted an MIP 
to study the atmospheric 137Cs emitted from FDNPP (the 1st 
FDNPP-MIP) using seven atmospheric dispersion models and high-
lighted the advantage of a multimodel ensemble for simulating atmo-
spheric 137Cs activity concentrations (henceforth we just refer to 
Jatmospheric 137Cs concentrationsJ) and 137Cs deposition. The advan-
tage of the multimodel ensemble is Jcancel outJ of bad performance in 
some models through averaging whole models. Kitayama et al. (2018) 
also reported a large inter-model spread, although the reasons for this 
spread were unclear because each model used different source terms, 
horizontal and vertical grid resolution, domain size, and meteorological 
data. Thus, too many factors were involved to establish the reason for 
the inter-model variation. 

Sato et al. (2018) conducted the second MIP for atmospheric 137Cs 
(the 2nd FDNPP-MIP; henceforth referred to as the 2nd MIP) using the 
same meteorological data, the same emission inventory, and the same 
horizontal grid spacing of 3 km to minimize the differences between the 
models as much as possible. They evaluated 12 models by comparing the 
results of each model with both atmospheric 137Cs measurements from 
the suspended particulate matter (SPM) network (Oura et al., 2015) and 

aircraft measurements of 137Cs deposition (MEFT, 2011). Although their 
analyses also highlighted the advantages of using a multimodel 
ensemble, they did not evaluate the model performance for 
high-concentration events (henceforth referred to as “plumes”) 
measured at the SPM sites near FDNPP (i.e., the Haramachi, Soma, and 
Shinchi sites; Fig. 1b). This was because the resolution of the model (3 
km) was too coarse to evaluate its validity according to assessments of 
the effective resolution reported by Frehlich and Sharman (2008) and 
Skamarock (200B). Skamarock (200B) and Frehlich and Sharman (2008) 
reported that models cannot simulate phenomena with spatial scales 
smaller than C–10 times the grid spacing; the distance from FDNPP to 
some of the sites was less than C–10 times the grid spacing. 

To overcome this problem and evaluate models’ performance, an 
MIP with fine grid spacing is required. In this study, we conducted the 
3rd FDNPP-MIP (henceforth referred to as the 3rd MIP) for atmospheric 
137Cs using the same emission inventory as in the 2nd MIP, finer grid 
resolution, and meteorological data with finer grid spacing (1 km) than 
in the 2nd MIP. Based on the results of the models using finer grid res-
olution, we evaluated their performance for simulating the plume 
measured over sites near FDNPP. In addition, the results of a recent 
observational study (Tsuruta et al., 2018) were also used in the 
evaluation. 

In this paper, we present an overview of the 3rd MIP and an evalu-
ation of models’ performance for the plume near FDNPP. Ke also 
highlight the advancements made in the 3rd MIP relative to the 2nd MIP. 

2. Material and method 

2343 5articipating ,odels and e*peri,ental setup 

In both the 2nd and 3rd MIPs, of the various radionuclides emitted 
from FDNPP, only 137Cs was targeted (Sato et al., 2018). The nine 
models listed in Table 1 were included in the 3rd MIP, and all of them 
were also included in the 2nd MIP. EDcept for SCALE, KRF-Chem-J and 
GEARN, the versions of the models used in the 3rd MIP were the same as 
those used in the 2nd MIP. In the time between the two projects, the 
dynamical cores of the GEARN and KRF-Chem-J models were updated 
from KRF version 3.C.1 to KRF version B.1 and from KRF version 3.C to 
KRF version B.1.1, respectively. The SCALE components were updated 
as described in Table 1. The basic information for each model, such as 
resolution, EulerianGLagrangian, withGwithout dynamical core, refer-
ence, and other parameters are listed in Table 1. As described in Table 1, 
the vertical resolution was different from model to model as in the 2nd 
MIP. Generally speaking, the vertical resolution has large impact on the 

Fig. 1. Calculation domain with (a) (shaded) elevation of topography and (circle) location of the AMeDAS observation site, and (b) location of SPM observational 
sites used in (circle) Oura et al. (2015) and (square) Tsuruta et al. (2018). (c) Same as (b), but eDtended to Fukushima Prefecture. The red crosses in (a), (b), and (c) 
show the location of FDNPP. The names of the regions and observation sites are shown in black characters, and the names of prefectures are shown in grey characters 
in (b). The names of SPM sites discussed in the body of the manuscript are shown in (c). The maps in the figures were constructed using the Grid Analysis and Display 
System (GrADS: Institute for Global Environment and Society (IGES), 1A8A). (For interpretation of the references to colour in this figure legend, the reader is referred 
to the Keb version of this article.) 
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3, Results

The total deposition amount accumulated over the entire land area
(Table 5), and the horizontal distribution of the deposition (Figure
S4) elucidated the reason for the differences in the scores of each
model. In the results of the models that did not show good perfor-
mance, defined as models with RANK smaller than 2 (i.e., the
NHM-Chem and SCALE), the area with a total deposition amount
exceeding 104 Bq/m2 was significantly smaller than that of the
observations over land. SCALE could not reproduce the horizontal
distribution of the cumulative deposition and considerably
underestimated the deposition amount over land (Table 5).
NHM-Chem reproduced the horizontal distribution but underesti-
mated its amount. The small deposition amounts in these models
resulted in their low scores (Table 4). To further evaluate the
differences among the models, detailed analyses for each plume
summarized in Table 3 were required. This is addressed in sections
3.1.2 and 3.2.

We should also note that even though the fraction of dry deposition
in relation to the total deposition has considerable variability among
the models (Table 5), most of the models showed good performance

(RANK > 2) for the cumulative deposition. Dry deposition was dominant in the PELLO, Polyphemus, and
SCALE models, whereas wet deposition was dominant in the other models. Variability in this fraction has
been reported by a previous intercomparison study (Science Council of Japan, 2014), but that study was
unable to conclude whether the variability originated from uncertainties in the deposition process itself.
This is because the external data and grid resolution differed among themodels in the previous study. In con-
trast, the same external data and grid resolution were used in the current study, and therefore, our results
showed that the variability in the fraction originated from the differences in the deposition processes of
the various models.
3.1.2. Atmospheric Concentration of 137Cs
The composite of the temporal evolutions of the atmospheric 137Cs concentration around noticeable peaks
of the SPM observations and the model simulations were compared (Figure 3). To calculate the composite of
the SPM observation, peaks of the atmospheric 137Cs concentration were determined as the time when 137Cs
exceeded 100 Bq/m3 and temporal variation of 137Cs was converted from increase to decrease. The peaks
were determined at all SPM sites in the calculation domain during March 2011. Then, 137Cs concentration

during 10 hr before and after the peak time was normalized by the peak
137Cs concentration. The composite was calculated by averaging the
normalized 137Cs concentration for all peaks in March 2011 over all the
SPM sites (red line in Figure 3). Peaks separated by more than 1 hr were
regarded as independent peaks. The simulation results were normalized
by the observed peak concentrations and averaged over the peaks for
the same time windows defined by the observed peaks. The statistics of
the composite trend simulated by all the models are also shown in
Figure 3.

The models reproduced the timing of the peak with a time lag as small as
1–2 hr averaged over all SPM sites (Figure 3a). The time lag of the peak was
large (2–5 hr) in the TMA (Figure 3b), whereas the time lag was as small as
~1 hr in the Tohoku area (Figure 3c). The variation in the time lag was con-
sidered to have mainly originated from differences in the distances
between the observation sites and FDNPP. Atmospheric 137Cs concentra-
tions observed in the TMA were affected by the uncertainties of the
meteorological field and those that originated from physical processes in
the atmosphere for a longer time than were those in the Tohoku area.
Thus, the models were able to better reproduce the 137Cs observed at sites
nearer to the emission source, that is, in the Tohoku area.

Table 4
Scores of 137Cs Deposition Amounts Accumulated During March 2011

Model (L/E) CC FMS FB KSP RANK

AIST-MM (E) 0.473 71.0 0.068 11.8 2.78
PELLO (L) 0.563 51.7 0.099 25.6 2.51
HIRAT-LPRM (L) 0.609 67.8 0.267 8.48 2.83
ldX (E) 0.589 63.3 0.122 17.2 2.75
GEARN (L) 0.602 76.7 0.317 11.5 2.86
WRF-Chem-Ja (E) 0.707 73.2 0.294 10.5 2.98
NHM-Chem (E) 0.502 38.8 !0.657 41.4 1.90
WRF-CMAQ (E) 0.525 54.3 !0.452 21.6 2.38
SCALE (E) 0.422 8.1 !1.80 62.5 0.73
Polyphemus (E) 0.636 52.9 !0.133 21.8 2.65
WRF-Chem-Ta (E) 0.866 61.0 !0.472 19.3 2.93
NICAM (E) 0.562 52.9 0.118 21.9 2.57
Ensemble mean 0.690 80.7 !0.074 3.41 3.21

Note. CC = correlation coefficient, FB = fractional bias, FMS = figure of merit in
space, KSP = Kolmogorov-Smirnov parameter.
aWRF-Chem-J and WRF-Chem-T indicates the WRF-Chem by JAMSTEC and
WRF-Chem by Tsinghua University, respectively

Table 5
Cumulative 137Cs Deposition Amount Over Land DuringMarch 2011 and Ratio
of Dry Deposition to Total Deposition Over Land

Model (L/E)

Total
deposition

(PBq)

Area (km2) where total
deposition exceeding

104 Bq/m2

Dry
deposition
fraction (%)

AIST-MM (E) 3.58 4.26 × 104 1.7
PELLO (L) 3.07 2.52 × 104 79.1
HIRAT-LPRM (L) 3.62 3.29 × 104 14.2
ldX (E) 3.08 2.57 × 104 24.4
GEARN (L) 4.03 4.09 × 104 23.4
WRF-Chem-J (E) 3.76 3.57 × 104 6.7
NHM-Chem (E) 1.45 1.69 × 104 18.5
WRF-CMAQ (E) 1.79 2.11 × 104 3.6
SCALE (E) 0.18 4.49 × 103 79.6
Polyphemus (E) 2.48 2.65 × 104 61.9
WRF-Chem-T (E) 2.04 3.84 × 104 6.6
NICAM (E) 3.17 2.57 × 104 9.0
Observation (MEXT,
2011)

2.65 3.28 × 104 —
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area far from FDNPP i.e. TMA. 
Although the performance in terms of the cumulative deposition in 

the 3rd MIP was worse, models that perform well for cumulative 
deposition do not always perform well in terms of atmospheric con-
centration, and vice versa (DraDler et al., 2015). Therefore, we neDt 
evaluated the performance of the models in terms of atmospheric con-
centrations. Fig. 3a shows a composite of the temporal evolution of the 
atmospheric 137Cs concentrations normalized by the observed values at 
AA SPM sites (Oura et al., 2015) during the whole period of the simu-
lation. The temporal evolution of the plumes was well simulated, and 
the timing of the plume arrival simulated by the models was a few hours 
later than the observation in the 3rd MIP as in the 2nd MIP. The timing 
and concentrations at Naraha station were successfully simulated 
(Fig. 3b). The delay of the plume arrival at most of the stations was seen 
in both Fukushima area and TMA. As well as the time delay, we should 
note that the simulated 137Cs maintained high concentration level after 
the plume arrival, although observed 137Cs reduced after the plume 
arrival. These trends were similar to the results of the 2nd MIP, and 
therefore, we speculate that these trends were originated from the un-
certainties in source term. Thus, the further improvement of the source 
term is required. In spite of the delay of the plume arrival, we can 
conclude that the models in the 3rd MIP successfully simulated the 
plume arrival for SPM sites as in the 2nd MIP. 

6323 "valuation for plu,es near F0N55 

The successful simulation of the temporal evolution of atmospheric 
137Cs concentrations encouraged us to evaluate the models’ perfor-
mance for each plume. In this study, we first focused on the plumes 
observed near FDNPP, i.e., P1, P5, and PC. The evaluation of these 
plumes was itself one of the advances from the 2nd MIP. 

No precipitation was observed during the period when these plumes 
passed over the Hamadori area, where they were observed. Therefore, 
any contribution of wet deposition to a reduction in the atmospheric 
137Cs concentrations during the passage of the plumes can be ignored. 
The RANK2 scores of the multimodel ensemble were 1.B2, 1.10, and 
1.7C for P1, P5, and PC, respectively (Table 2). A breakdown of the 
RANK2 scores is provided in the AppendiD (Table S2). It should be noted 
that although the RANK2 scores of the multimodel ensemble for all these 

plumes eDceeded 1.00, the RANK2 score of some models was 0.0 because 
these models completely missed the plume. This tendency was clearest 
in PC. For PC, four models completely missed the plume, but its RANK2 
score in the multimodel ensemble was the highest of the three plumes. 
The high RANK2 score of the multimodel ensemble was achieved by the 
reasonable simulation of the 137Cs concentrations by some other models. 
These results indicate that error of most of the models was cancelled out 
through averaging, and the results imply that the multimodel ensemble 
had an advantage over the individual models in simulating plumes. 

To understand the reason for the differences in performance among 
the models, the geographical distribution of atmospheric 137Cs con-
centrations simulated by each model is useful. Fig. B shows the 
geographical distribution of atmospheric 137Cs concentrations and the 
wind field at 11 JST on 1A March 2011 (PC), obtained from the multi-
model ensemble. The SCALE and NHM-Chem results are also shown in 
Fig. B and are representative of models with high and low RANK2 scores, 
respectively. In the SCALE results, a line of discontinuity in wind di-
rection, which corresponds to a local frontal structure, was simulated 
over the western part of the Hamadori area, i.e., the eastern edge of the 
Abukuma Plateau (Fig. 5c). An area with high 137Cs concentrations was 
simulated to the east of the line, including the SPM sites in the Hamadori 
area, where high concentrations were observed. In contrast, in the NHM- 
Chem results, the line of the wind direction discontinuity was simulated 
as being over the coastline, i.e., the local front was simulated more to the 
east by NHM-Chem than by SCALE. The 137Cs was sourced from the 
eastern side of the local front, and the discharged 137Cs could not be 

Fig. 3. Temporal evolution of atmospheric 137Cs concentrations, normalized by the observed values averaged during the entire calculation time and averaged over 
(a) the SPM site used by Oura et al. (2015) in the calculation domain and (b) the Naraha SPM sites used by Tsuruta et al. (2018). Time (t) = 0 is the time point when a 
high 137Cs concentration event (>100 Bq m-3) was observed. The red, blue, and black lines show the observed values, model ensemble means, and medians of the 
models, respectively. The thick and thin grey bars indicate the range of the 25th to 75th percentiles and the minimum to maDimum, respectively. (For interpretation 
of the references to colour in this figure legend, the reader is referred to the Keb version of this article.) 

Table 2 
RANK2 scores for Plume 1, Plume 5, and Plume C.  

Model Plume 1 Plume 5 Plume C 

AIST-MM 0.57 0.B1 1.12 
ldF 0.51 0.13 1.17 
GEARN 0.A1 1.38 0.B8 
KRF-Chem-J 0.31 0.7B 0.CA 
NHM-Chem 0.0 0.31 0.0 
KRF-CMAQ 0.0 0.0 0.0 
SCALE 1.7A 0.0 1.77 
KRF-Chem-T 0.AB 0.12 0.0 
NICAM 0.B1 0.13 0.0 
Ensemble Mean 1.B2 1.10 1.7C  
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The scores of themodels for atmospheric 137Cs concentrations are shown in Table 6. In terms of CAPTURE, the
models captured 5–50% of the 137Cs events in the atmosphere, and WRF-Chem-T, HIRAT-LPRM, PELLO,
GEARN, and WRF-CMAQ had better scores (CAPTURE > 20). The ensemble means of the models captured
40% of the events. WRF-CMAQ, WRF-Chem-T, HIRAT-LPRM, and GEARN had good threat scores (>20) and
that of the model ensemble mean was 24. In terms of the unified score (RANK2), WRF-CMAQ and WRF-
Chem-T showed good performance (RANK2 > 1), and RANK2 of the ensemble mean was 1.01. The averages
of RANK2 and threat score for Lagrangian and Eulerian dispersion models were 0.86 and 18.73, and 0.79 and
17.04, respectively.

The lower score of the atmospheric 137Cs by ensemble means (CAPTURE = 40%) than total deposition
(FMS = 80) would be due to the difference in timing between observed and modeled atmospheric 137Cs.
The scores for deposition (e.g., FMS) are only dependent upon the spatial distribution. In contrast, the scores
for atmospheric 137Cs are dependent on differences in timing. Based on this point, evaluation of the atmo-
spheric 137Cs was stricter than that of the deposition.

3.2. Evaluation of each Plume

The scores in terms of the atmospheric concentration of 137Cs for each plume are shown in Table 7, and the
scores of each model for each plume are summarized in Tables S1 and S2. Plumes 2 and 8 were reproduced

well by the models (RANK2 > 1.5), but Plumes 7 and 9 were not cap-
tured (threat score < 10 and RANK2 < 0.8). This trend in scores was
common to all models (Tables S1 and S2). The poor performances of
the models for Plumes 7 and 9 were attributed to the external data.
For these plumes, the wind field was not reproduced well, as dis-
cussed in supporting information S2.2 and S2.3. These results indicate
that the performance was not good, regardless of the inherent poten-
tial of the model, if the key meteorological phenomena were not
reproduced well in the external input data. In contrast, the meteoro-
logical fields properly represented the meteorological conditions for
Plumes 2 and 8, which were reproduced well by the models. These
results suggest that the quality of the external data is crucial for
reproducing plumes.

The meteorological fields were also properly reproduced for Plume 4
in most of the models (except for two models) and, therefore, was
well reproduced in ensemble mean (Table 7). However, half of the
models showed poor performance (both threat score and CAPTURE
are 0 as shown in Table S1). The poor performance of most of these

Figure 3. Temporal evolution of atmospheric 137Cs normalized by the observed value averaged during the entire calcula-
tion time and averaged over (a) the suspended particulate matter (SPM) sites in the calculation domain, (b) the SPM sites in
Tokyo metropolitan area, and (c) those in the Tohoku area. Time (t) = 0 is corresponding to the time when the high con-
centration event of 137Cs (>100 Bq/m3) was observed. Red, blue, and black lines show the observed values, model
ensemble means, and medians of the models, respectively. Thick and thin gray bars indicate the ranges of the 25th per-
centile to 75th percentile and from minimum to maximum, respectively.

Table 6
Scores of Atmospheric 137Cs Concentration Averaged During March 2011

Model (L/E) C T O FA2 FA5 RANK2

AIST-MM (E) 14.6 11.0 69.4 8.4 22.5 0.54
PELLO (L) 36.1 10.6 86.9 21.0 44.4 0.70
HIRAT-LPRM (L) 38.2 23.3 62.6 17.6 41.0 0.93
ldX (E) 17.2 13.9 58.0 11.6 28.8 0.71
GEARN (L) 20.4 22.3 63.8 21.5 47.0 0.94
WRF-Chem-J (E) 6.4 19.4 53.3 13.7 31.5 0.85
NHM-Chem (E) 13.3 17.2 69.2 18.0 36.3 0.77
WRF-CMAQ (E) 25.7 26.9 42.3 20.4 39.5 1.11
SCALE (E) 7.7 9.6 46.7 6.4 12.4 0.70
Polyphemus (E) 25.2 14.6 71.5 13.3 30.5 0.65
WRF-Chem-T (E) 49.1 26.2 64.0 25.7 50.0 1.11
NICAM (E) 18.4 14.5 58.8 7.68 21.3 0.67
Ensemble Mean 40.3 23.8 63.1 25.2 51.3 1.01

Note. C = CAPTURE, T = threat score, O = OVERESTIMATE, FA2 = factor of 2,
FA5 = factor of 5.
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Plume arrival time (composite for all plumes at 99 SPM sites)

Total deposition (Observation and multimodel ensemble)
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Even though the same meteorological data and same emission, the deposition 
map and deposition fraction were different from model to model
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Atmospheric Environment: X 7 (2020) 100086

6

transported across the front; hence, the plume did not reach the Ham-
adori area in the NHM-Chem simulation. 

The AMeDAS data over the Hamadori area were not available due to 
the power failure that resulted from the earthquake. However, the 
AMeDAS observation data at the Soma and Iitate sites indicate that the 
wind directions at the two sites were opposite each other. This is evi-
dence of the existence of a local frontal structure, which was seen in the 
SCALE simulation results over the eastern edge of the Abukuma Plateau. 
The location of the frontal system differed, even though all models used 

identical meteorological data. These differences originated from differ-
ences in the nudging method, vertical resolution, and other factors. 
These results indicate that the models that performed well reasonably 
reproduced the wind field, i.e., the location of the frontal line over the 
Hamadori area. 

Of all the models, only SCALE clearly reproduced the location of the 
local frontal structure. Consequently, the RANK2 score of SCALE was 
better than those of the other models. The RANK2 scores of the models 
were mostly <1.00 for P6; however, the RANK2 score of the ensemble 

Fig. 4. (Shade) Geographical distribution of 137Cs and (grey arrow) the wind field at a height of 10 m at 11 JST on 19 March 2011 simulated by (a) the multimodel 
ensemble, (b) SCALE, and (c) NHM-Chem. The circles and squares show the atmospheric 137Cs concentrations measured at the SPM sites used by Oura et al. (2015) 
and Tsuruta et al. (2018), respectively. The open triangle and black arrows in (a) show the locations of FDNPP and the surface wind field observed by AMeDAS and 
TEPCO, respectively. The arrows below each figure show the scale of wind velocity. The maps in the figures were constructed using the Grid Analysis and Display 
System (GrADS: Institute for Global Environment and Society (IGES), 1989). (For interpretation of the references to colour in this figure legend, the reader is referred 
to the Web version of this article.) 

Fig. 5. (a, b) (Shade) Geographical distribution of 137Cs and (grey arrow) the wind field at a height of 10 m at 19 JST on 20 March 2011 simulated by (a) the 
multimodel ensemble used in this study, and (b) the multimodel ensemble used in the 2nd MIP (Sato et al., 2018), and the elevation of the orography used by 
NHM-LETKF in (c) this study and (d) in the 2nd MIP (Sato et al., 2018). The circles and squares in (a) and (b) show the atmospheric 137Cs concentrations measured at 
the SPM sites used by Oura et al. (2015) and Tsuruta et al. (2018), respectively. The open triangle and black arrows in (a) show the location of FDNPP and surface 
wind field observed by AMeDAS and TEPCO, respectively. The arrows below (a) and (b) show the scale of wind velocity. The white circles in (a) and (b) show the area 
discussed in the body of the manuscript. The maps in the figures were constructed using the Grid Analysis and Display System (GrADS: Institute for Global Envi-
ronment and Society (IGES), 1989). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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transported across the front; hence, the plume did not reach the Ham-
adori area in the NHM-Chem simulation. 

The AMeDAS data over the Hamadori area were not available due to 
the power failure that resulted from the earthquake. However, the 
AMeDAS observation data at the Soma and Iitate sites indicate that the 
wind directions at the two sites were opposite each other. This is evi-
dence of the existence of a local frontal structure, which was seen in the 
SCALE simulation results over the eastern edge of the Abukuma Plateau. 
The location of the frontal system differed, even though all models used 

identical meteorological data. These differences originated from differ-
ences in the nudging method, vertical resolution, and other factors. 
These results indicate that the models that performed well reasonably 
reproduced the wind field, i.e., the location of the frontal line over the 
Hamadori area. 

Of all the models, only SCALE clearly reproduced the location of the 
local frontal structure. Consequently, the RANK2 score of SCALE was 
better than those of the other models. The RANK2 scores of the models 
were mostly <1.00 for P6; however, the RANK2 score of the ensemble 

Fig. 4. (Shade) Geographical distribution of 137Cs and (grey arrow) the wind field at a height of 10 m at 11 JST on 19 March 2011 simulated by (a) the multimodel 
ensemble, (b) SCALE, and (c) NHM-Chem. The circles and squares show the atmospheric 137Cs concentrations measured at the SPM sites used by Oura et al. (2015) 
and Tsuruta et al. (2018), respectively. The open triangle and black arrows in (a) show the locations of FDNPP and the surface wind field observed by AMeDAS and 
TEPCO, respectively. The arrows below each figure show the scale of wind velocity. The maps in the figures were constructed using the Grid Analysis and Display 
System (GrADS: Institute for Global Environment and Society (IGES), 1989). (For interpretation of the references to colour in this figure legend, the reader is referred 
to the Web version of this article.) 

Fig. 5. (a, b) (Shade) Geographical distribution of 137Cs and (grey arrow) the wind field at a height of 10 m at 19 JST on 20 March 2011 simulated by (a) the 
multimodel ensemble used in this study, and (b) the multimodel ensemble used in the 2nd MIP (Sato et al., 2018), and the elevation of the orography used by 
NHM-LETKF in (c) this study and (d) in the 2nd MIP (Sato et al., 2018). The circles and squares in (a) and (b) show the atmospheric 137Cs concentrations measured at 
the SPM sites used by Oura et al. (2015) and Tsuruta et al. (2018), respectively. The open triangle and black arrows in (a) show the location of FDNPP and surface 
wind field observed by AMeDAS and TEPCO, respectively. The arrows below (a) and (b) show the scale of wind velocity. The white circles in (a) and (b) show the area 
discussed in the body of the manuscript. The maps in the figures were constructed using the Grid Analysis and Display System (GrADS: Institute for Global Envi-
ronment and Society (IGES), 1989). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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Model name RANK2
Sato et al. (2020)

RANK2
Sato et al. (2018)

AIST-MM 1.88 2.78
ldX 2.88 2.75

GEARN 2.65 2.86
WRF-Chem-J 2.93 2.98
NHM-Chem 1.64 1.90
WRF-CMAQ 1.92 2.38

SCALE 0.92 0.73
WRF-Chem-T 2.95 2.93
NICAM-Chem 2.50 2.57

Ensemble 2.72 3.21

c):Model with worse performanceb): Model with better performancea): Multimodel ensemble

Most of the models well reproduced plumes arrival time with 2~3 hours delay 
from measured plumes at SPM sites during March. 2011

RANK2 (Sato et al. 2018) : 
An evaluation metric
High RANK⇨ Good performance

• Multimodel ensemble shows better performance than each model
• Fine resolution is not always improve the performance of the model

Good performance by some models cancelled bad performance of other models

The wind field affected by the topography was improved by using fine grid spacing, 
due to improvement of the topography in the model,  and improve performance.

Sato et al. (2018)Sato et al. (2020)
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